legislation.gov.uk readiness appraisal
Summary

· Good progress over the last two weeks. The programme is on track, however there is little margin for error with a July launch.

· Infrastructure will be sufficient to support launch, if supported by a CDN solution (obviates bandwidth limitations). Costs partially offset by savings on bandwidth charges. Use of CDN is a key decision for meeting on 24 June 2010.
· Steps between now and launch – a final pre-launch load and penetration testing of the live infrastructure, content refresh, functional readiness, final assessment of Editorial System deployment readiness and daily publishing readiness.
· Development freeze, 7 July 2010. 
· Final load and penetration testing, final assessment of content readiness, and any final optimisation from 7 July through to 21 July 2010.
· Recommend a final go / no-go decision point on 14 July 2010 for launch on or soon after 21 July 2010.
· Work shared with key stakeholders during development. Presentation to key stakeholders (First Parliamentary Counsel and senior drafters from the devolved administrations) 19 July. 
· Absolute earliest go-live date 21 July 2010 (onwards).
· Given the tight timescale, the numerous risks associated with the launch are reduced significantly with a public beta launch on or after 21 July and full launch (transitioning from existing services) before month end.

· This work is being carried out under the current legislation contracts and is therefore not subject to the contractor freeze announcements.
Introduction

The purpose of this document is to provide a summary of the readiness of legislation.gov.uk for launch in July 2010. The legislation.gov.uk website is a sophisticated system, nearing the end of development for launch in the next few weeks. 
The key user experience challenge is to present complex information in as clear and intuitive way as possible, so what people think they are seeing when they view a piece of legislation on the web, corresponds to what they are actually seeing.

The key technology challenge is to bring together two large corpuses of content, each that has evolved over 20 years with its own issues and quirks, each held in different systems, using different data standards, into a single database to deliver a seamless, high performing online service. Legislation.gov.uk takes a unified approach to the web of documents and the web of data. Underpinned by an API that provides public access to legislation as data, legislation.gov.uk is a generational leap on from any other UK Government website and from any legislation website internationally.
The key launch challenge is to deliver this complex online service through an initial peak in demand, of unknown scale, whilst continuing to add legislation, on a daily basis, as new legislation is made or existing legislation revised. Whilst the site radically improves the user experience, most of the information it contains is already available on one or other of the two existing websites.
From the perspective of a readiness appraisal there are three key broad areas for consideration, each of which is dealt with in detail in the sections below. These are:

· Infrastructure (Is the website, robust, secure and scalable?)
· Content (Is all the information there? Is the content accurately presented? Is new content being added correctly?) 
· Website design and functionality (Does the website work correctly and meet users needs and expectation? Are all the key features such as search and browse in place? Does the website validate? Does the website meet accessibility requirements?).

This document summarises the main issues, describing the requirements for launch, updating on the current status and highlighting the major milestones. There are several levels of complexity underneath this overview that the project team is managing operationally, that this document does not address.
Infrastructure

Background
The legislation.gov.uk website is a content rich website, consisting of about 100Gb of data for about 70,000 items of legislation.
The infrastructure for legislation.gov.uk is novel. Maximum use has been made of open standards for representing the data and for processing it. Portability of both data and code has been an important objective. The application logic is entirely coded either as XQueries run against an XML Database or as XSLTs. The systems architecture consists of three layers - a native XML database (MarkLogic), middleware that processes transformations (Orbeon Forms) and a webserver caching layer (Squid). Images are stored separately on a Storage Area Network (SAN) Filesystem, which makes them available to all the front end servers. There are separate servers running instances of Apache FOP for generating PDFs, that interact with Orbeon. In addition there are dedicate servers running an XSLT processor, which is being used for the augmentation and splitting transformations.
There are currently three independent environments, each following the above configuration:

· Testing, currently being used for testing and refining the deployment process from the Editorial System

· Staging, currently being used for developing and demonstrating new website features
· Beta-live, currently being used to support the beta website for users and the API

Each of these environments is hosted using of a number of virtual servers. These virtual machines are hosted by the contractor on a set blades servers running Windows Server operating system.
The target live environment has now been built and has been subject to load and penetration testing. For this live environment, the MarkLogic database is clustered across three servers, a data node and two evaluator nodes. The former is used as the master store, the latter for processing the XQueries. This configuration has been selected in close co-operation with MarkLogic, who have provided some consultancy services to the project.

There are three servers, each operating Orbeon, for processing the XSLTs that drive the API and the website, and two servers operating Squid caches. Images are held and served separately from a SAN. There are also two servers dedicated to PDF generation, running Apache FOP, which is a processor intensive operation. There are dedicated machines for daily publishing and revised legislation from the Editorial System which sit outside the immediate infrastructure for the API and handle the augmentation and splitting processes. Finally there is a job handling database that supports both the publishing servers and the PDF generation process.

The architecture has been extensively load tested at various points in the development process, with a focus on response times. The architecture has been performing well. Testing to date has resulted in a number of steps being taken to optimise the performance. Changes to both the XQueries and the database indexes have yielded important performance gains. In particular significant amount of work has been carried out in conjunction with MarkLogic to improve the way that the indexes are built and maintained in order support search and browse functionality. During testing it was established that Orbeon was the main bottleneck during the augmentation and splitting process. This process has now been moved outside the main infrastructure onto a separate server. The infrastructure has been designed to be scalable at each level so if any further issues are found during the testing cycle that require the introduction of more servers then this can be easily achieved.
There are some inherent performance limitations particularly involving large documents as these take time to load and to process. PDF generation especially, is a processor intensive task, which is why it is being handled by dedicated servers, reducing the impact of this on the website.

A key goal is to ensure there is sufficient contingent capacity to manage even the highest levels of load. The load testing being conducted at the moment will determine how much extra capacity the addition of an extra server yields at each tier of the architecture.

Aside from load capacity the other factor is the level of bandwidth available. The contractor has 100mbs of bandwidth at their main hosting location of which up to 50mbs could be devoted to legislation.gov.uk for the launch period. At the time of writing it is unknown whether this will be sufficient. 

To give some comparisons, some example peak bandwidth figures are below:

	Website / event
	Peak bandwidth consumed (mbs)

	MP Expenses release (Parliament)
	742

	1911 Census Launch
	80

	Snow events (Met Office)
	437

	Data.gov.uk launch
	20

	Legislation (OPSI website)
	30


The website lends itself to a Content Delivery Network (CDN) solution, which would afford an almost unlimited load and bandwidth capacity, akin to the Parliamentary Expenses release. The benefits of this approach would be that there would effectively be no upper limit on the bandwidth available meaning the site would be able to deal with peaks in demand. The solution would use caching to provide users with a fast and efficient user experience at all times.  In particular this would help with the provision of PDFs, caching the generated PDFs and reducing the performance hit on the dedicated PDF creation servers. User testing has shown that the creation of PDFs is likely to be extremely popular. The CDN can be set up by the contractor over the course of two or three days. They have experience of this, for example with the MP Expenses release for Parliament. Although the CDN would not be a cheap solution (in the region of £40K for a six month period) the cost of the CDN can be offset against the current bandwidth costs. It is estimated that if re-directs from the OPSI website to the new legislation.gov.uk, website were set up quickly after launch then we could confidently achieve savings of two thirds on the current OPSI bandwidth costs (approx. £20K over 6 months). 
A number of other strategies are being developed as part of the launch plan to manage the load on the website, in particular the number of requests from robots (which account for a significant volume of the load on the existing legislation websites). The website lends itself to indexing, through its carefully engineered URI structure. However, it is not desirable for every permutation of the content to be indexed. Moreover, it is preferable for content not to be indexed during peak times of the day, apart from new legislation added to the site, that we would wish to be indexed as soon as possible after publication.

Adding (or removing) legislation from the database is a key challenge. New legislation (daily publishing) is added by the legislation publishing contractor, having first gone through a complex publishing workflow prior to publication stage. Revised legislation is deployed from the Editorial System operated by The National Archives. The two routes of new data into the system are quite different from each other, both are sophisticated, both need to be operational and function at the same time as the website is being used. Deployment of revised legislation is especially complicated. Each document is sent in XML format as a zip file containing all the different versions. This is transported from the Editorial System to the legislation database using a http RESTful service. This process can take several hours for a large, heavily amended piece of legislation. Once transfer is complete a single multi-versioned document is transformed to a different mark-up language so they can be handled consistently for publication, and split into time varying versions of the document, for each point in time where a version is required. The splitting process is memory hungry particularly for large files of XML (a large Act can be as large as 15Mb) and complex transformations. There are similar issues with loading Tables of Effect. This is why more recently these processes have been moved to a dedicated machine outside the immediate API infrastructure.

When documents are added or removed any cached versions under The National Archives control need to be replaced or removed. The final details of managing refreshing the cache are currently being worked through. This is particularly complex as there are many scenarios where the cache may need refreshing, for each of the main sources of content (new legislation from daily publishing for example where a correction slip needs to be applied, additional information from the Tables of Effect or new versions of revised legislation deployed from the Editorial System). The solution currently being developed works on a look-up on the modified date of the requested document, if there is a new version only then will the request go all the way through to the MarkLogic database. Much of the detail in the caching strategy depends on whether or not the CDN solution is implemented.
Launch requirements

1. MarkLogic (XML database) cluster (1x data node, 2x evaluating nodes) in place in the live environment

2. MarkLogic (XML database) cluster load and penetration tested

3. PDF Generation servers (x2 running Apache FOP) in place in the live environment

4. PDF Generation servers load and penetration tested

5. Publishing servers (x1 active, x1 passive, both running Saxon) in place in the live environment
6. Publishing servers load and penetration tested

7. Job Management Database server in place in the live environment

8. Job Management Database server load and penetration tested

9. UI / API servers (x3 running Orbeon) in place in the live environment
10. UI / API servers stress and penetration tested

11. Caching servers (x2 using auto-cache replication) in place in the live environment supported by a SAN for serving images
12. Caching servers load and penetration tested

13. BigIP Load Balancer in place for the live environment

14. Load management strategy in place
15. Capacity contingency in place (load capacity expansion, CDN or additional bandwidth)
16. “Launch dashboard” in place
Full requirements

17. Ongoing assessment of infrastructure through to full load (once redirects are in place)
18. Redirects from legacy websites

19. Close-down of SLD and OPSI website hosting infrastructure

Current status

· Three environments are currently in use: testing, staging and beta-live.

· Full infrastructure is in place, including the MarkLogic cluster, not running current content (it holds a prior version of the content now on the staging environment). 
· Test strategy for the infrastructure has been designed and an external test rig is in place to test load and performance.

· Load testing with a full stack has been carried out (with caching turned off). Initial results have been provided and are being used to optimise the configuration of Orbeon, which is the main pinch point. Specialists from Orbeon have been brought in to identify and make further improvements. The infrastructure for PDF generation, which uses Orbeon, is being changed to improve scalability. There have been multiple improvement cycles to optimise XQueries and performance for large documents.
· Penetration testing has been carried out. Currently a number of low risk issues are being addressed.
· The beta-live environment is stable and subject to controlled releases of functionality

· Staging is for newly developed code. Daily publishing of new legislation is working well and being loaded onto the staging environment.
· Deployment from the Editorial System is being tested using the testing environment.
· Development freeze point set for 7 July 2010 – after this point only bug fixing will be permitted. Final round of load and penetration testing will be conducted between from 7 July to 21 July, allowing time for any issues identified to be rectified, before launch on a date from 21 July onwards.
Risks
· No way to estimate level of interest or popularity of the new service. Overestimating level of interest resulting in low levels of traffic to new service and poor value for money. Underestimating may lead to a negative reputational impact.
· There will be no full geographic failover at launch of new service. This is an issue as the contractor has experienced problems, due to issues with BT in Norwich, resulting in a loss of some online services (the OPSI website failed-over to another location, but statutelaw.gov.uk and data.gov.uk were unavailable for several minutes).
· Relative weakness of the PDF generation infrastructure and the difficulty of identifying which PDFs to cache from the “long tail” (ie infrequently accessed Acts, Parts or Sections)

· Unknown length of time to create and cache content (in particular PDFs) post the data refresh.
Mitigation

· Contingency for additional bandwidth capacity (CDN) which also mitigates temporary loss of the Norwich hosting site
· Identifying popular Acts and caching multiple renditions, in particular processor heavy PDFs. 

· Use the contractor’s London site for hosting of the service for the launch period (if the Norwich centre is viewed as a particular risk).
· Continuation of existing websites through the launch period
· Careful management of robots (no index until after launch)
Content

Background
The legislation website is only as good as the information it contains. 
The database underpinning the website brings together two corpuses of legislative information into a single system to deliver a coherent user experience. Legislation as it is enacted or made, along with associated documents such as Explanatory Notes, is currently presented on the OPSI website, http://www.opsi.gov.uk, due for closure once successful migration to legislation.gov.uk is complete. Revised legislation, with additional editorial value is currently held in the Editorial System and made available to the public at http://statutelaw.gov.uk, which is also due for closure once successful migration to legislation.gov.uk is complete. Both of the existing services are updated on a daily basis

During the development of legislation.gov.uk, legislation from these two different sources of content has been loaded, converted and tested many times – it is a process the team is familiar with. The loading of legislation needs to be supported by testing to ensure:

· all of the content that should be present on the database is there;
· the content is presented correctly, for example that there are no missing annotations.
There are a number of content requirements that need to be put in place before launch:
· The latest set of legislation as it is enacted or made needs to be loaded into the legislation database (including any new legislation passed since the last refresh of the data)

· The latest set of revised legislation from the Editorial System needs to be loaded into the legislation database. A strategy needs to be devised to handle those pieces of legislation which yet to have reached a publishable stage on the Editorial System.

· The process of adding new legislation as part of daily publishing needs to be moved so new legislation is loaded into the release environment.
· The process of updating the database with new versions of revised legislation from the Editorial System needs to be in place, alongside a process to load new Tables of Effects, so the data from these can be combined with the legislation.

There are a number of issues that arise with loading, transforming, splitting and storing of the data, in particular data from the Editorial System. There are multiple possible points of failure. These stem from variations in the data, handling complexities such as regnal years, limitations in the database software (for example, not being able to distinguish between elements based on their context within a document when creating an index), limitations of the hardware when processing very large documents (with processes that consume very large quantities of memory). A number of adaptations have been made to the infrastructure to reduce the number of failure points.

The deployment system copes with the majority of documents held in the Editorial System. Those that fail to deploy do so for reasons that are becoming increasingly more specific. Hundreds of changes to the data on the Editorial System have been made (mostly correcting editorial or validation errors). A byproduct of the transformation process is the identification of errors in the data that have been present for sometime, which can now be corrected. This has helped improve data quality across the board. For example, by comparing as enacted and revised legislation, an issue was recently found relating to incorrect enactment dates in some of the data - these are now being resolved. 
The data on legislation.gov.uk must be refreshed before launch.  The timing of the refresh needs to be careful planned so that it is done late enough in the process so that the data is as up to date as possible and early enough to allow time for final quality checks to be completed before launch. On two previous occasions full copies of data from the Editorial System and from the Daily Publishing System have been extracted, transformed and loaded onto legislation.gov.uk.  On both occasions issues have arisen and as a result the process has been optimised. It is estimated that the full process will take approximately 10 days from receipt of the data.  If it is agreed on 24th June that launch will be on 21st July or soon after, it is proposed that the copies are taken on 2nd July. This will allow two weeks for the data extraction, transformation and load process and factors in some time to resolve any issues that may occur.  On these timescales the data should be completely refreshed by 19th July allowing 2-3 days to do final quality checks of the data and to pre-load caches before launch.  As this process has been carried out before it is not envisaged that there will be any major new issues with the quality of the data resulting from the refresh. 

A fully operational deployment system, whilst highly desirable for launch, is not necessarily required (unlike the Daily Publishing system). Revised legislation from the Editorial System could be held back in the event that deployment is not fully operational by 21st July.  At the current time the contractors have completed work on a number of issues found during the first round of testing. This refined Deployment Manager is due for release next week (28th June) at which point the deployment process will be re-tested on the full infrastructure.  If this testing runs smoothly then deployment will be up and running to the live infrastructure by launch. If errors are found that cannot be quickly resolved, then where possible workarounds will be found (such as manual loading), however there is a risk that a decision will have to be taken to roll-out live deployment after launch. It is proposed this decision is made on or before 14th July. 
The operation of the full deployment process from the Editorial System is not essential for launch; however going live without it would create additional work. Once new data starts to be loaded onto the live infrastructure then a new test infrastructure would potentially have to be set up to allow for any re-testing of fixes to the deployment system.  In addition the current plan is to suspend deployment to the Statute Law Database website as of the date of the export from the Editorial System. Delays in resuming deployment would result in the statute law website becoming out of date (as far as new legislation and new revisions are concerned) and would create additional work in managing the backlog of legislation edited during the down time waiting for the deployment system to come back into operation. 
Launch requirement

1. New legislation (daily publishing) published to the legislation.gov.uk database
2. Recent backup taken of as enacted legislation, bulk uploaded to new database and presented on the website

3. Recent backup taken of revised legislation, bulk uploaded to new database (correctly converted and split), and presented on the website

4. Upload of the Tables of Effects in place and synchronised with the back-up of the revised legislation

5. Completion of content audit on new database (testing of content quality and completeness – so we know exactly what’s there and that it is correct) 
Full requirement

6. Full new legislation (daily publishing) to legislation.gov.uk database including Welsh Language version of legislation and Draft SIs.

7. Daily deployment from Editorial System
8. Upload facility for Tables of Effect in place and charts synchronised with deployment of new legislation.
Current status
· Legislation as it is enacted or made is loaded, with a very small number of exceptions (e.g. Welsh language versions of legislation and Draft SIs). This needs to be refreshed before launch.

· Daily publishing is operating with high reliability, all main types and associated documents are being published, but not all content types (missing Draft SIs, Welsh Language legislation, versioned Explanatory Memorandum, Scottish SIs ENs and EMs in conjunction, and Impact Assessments).
· The current set of revised legislation from the Editorial System has been tested. There are some issues which will be resolved by another refreshed load.

· Deployment software development complete, including new queue control, logging. A first round of testing has been completed and a new release containing fixes and a new end to end reporting facility will be released to The National Archives for testing on 28th July. 

· Decision as to whether to include Editorial System deployment as part of the go-live to be deferred until 14th July. Contingency in place for periodic manual upload and refresh and ongoing deployment testing.  

Risks
· Readiness of the deployment system.
· Insufficient time or human resources for completion of content audit. Not all the content may be loaded with verifiable accuracy.
· There is a dependency between ToEs and documents which may cause problems in either direction. The ToEs chart upload and merging with the documents is essential to correctly presenting the context of each piece of legislation. 
· The copies of the data are taken too late and there is not enough time to process and load before launch, to carry out final quality checks and to pre-load external caches.
Mitigation

· The data loading process has been run repeatedly and has improved substantially. The augmentation and splitting of revised legislation has been moved outside the immediate API infrastructure reducing the risk of large documents failing at this stage. Manual loading for a small number of documents is an option.

· End to end reporting has been put in place to help improve the accuracy of logging.  This work will be released to The National Archives for testing on 28th June. 

· A full data load from copies of the data on the Editorial System and Daily Publishing has been carried out twice before and as a result the process has been optimised. 

· Bulk Load reporting has been put in place to ensure that all required information on content load is accessible.
Website Functionality

Background

The website has been designed to meet users’ needs and expectations, as encapsulated by three personas. The design work, which is largely complete (see: http://tna.bunnyfoot.com/design ), has evolved from a set of wireframes developed and tested with users.
The website functionality is driven by the API, which was developed earlier in the project and has been stable for some time. 

The beta-live version of the website, with most of the core functionality in place, is available at http://ui.legislation.gov.uk (username: betauser password: Leg1slat1on). This has been shared with internal stakeholders, for example the editorial team, for testing and feedback purposes. This week it will additionally be shared with key external stakeholders. A development version of the website, with the latest functionality and fixes, is available at http://staging.legislation.gov.uk. 
A final round of pre-launch user testing has been devised and booked. This will conclude before the end of June, leaving sufficient time for final adaptations to be made in response to user feedback. 
Accessibility and code quality have been important considerations from the outset. The XHTML on the website validates. As far as possible the website meets the requirements of WCAG 2.0 level AA conformance. This is difficult to do with a website that contains so much information. There are some issues with the content, for example, not all images in the legislation database have alt-attribute text.

Launch Requirement

1. API that implements URI Set for legislation and the correct sequence of HTTP Response codes (303s from non-information resource identifiers that resolve to an information resource)

2. API that supports different formats of rendition, XML, HTML, RDF and generates PDFs on demand

3. Tables of content displayed that is appropriate to the content (so the content can be explored)

4. Different levels of content selection and display, from an enactment (section, article or regulation) upwards, to whole document (Act, SI), with and without schedules

5. For the different levels of content selected, different versions (original or latest), different views, different formats (HTML and PDF)
6. Navigation within document, between documents (e.g breadcrumb, next & previous) 

7. Browse facility by jurisdiction, legislation type and year.

8. Quick search (title, year, number) with facetted browsing and filtering of results
9. Plain view versions of all content
10. Unapplied effects facility within the revised legislation content 

11. Geographical extent feature to accompany revised legislation 

12. Explanatory Notes (Explanatory Memorandum/Executive Notes) tab for all legislation
13. Accessibility requirements

14. Cross browser support 
15. Functionality to present legislation where we have content in PDF format only

16. Advanced search, various options, with facetted browsing and filtering of results
17. Navigation at a point in time, with a timeline that allows navigation to different historical versions of an Act.
18. New legislation area which categorises newly enacted data by type, date etc

19. Light version of help and FAQs
Full Requirement

20. Linking from effects

21. Additional Local and Private Acts

22. Impact Assessments
23. Full advanced search

24. Additional Information tab (including support for Blanket Amendment and Confer Power attributes).

25. Explanatory Notes Interweave

26. Changes to legislation service where users can query the full tables of effects across the database
27. Additional features in response to user testing and feedback
28. Full implementation of static pages that accompany legislation on the current sites (including chronological tables for local and personal acts)
29. Support section (full implementation of support area including extensive and basic help and editorial practice section and API documentation)

30. An accessibility review and code quality review to be conducted with the aim of creating and publishing a WCAG 2.0 Compliance Statement.

Current status

· Functionally the website is approaching launch readiness, with point in time navigation and an initial version of the advanced search features complete. The API is fully functional. There is a fully functional website, with browse, search, navigation, content features and views, operational on the staging environment. This is continually undergoing cross browser and functionality testing with fixes.

· Work is ongoing for the New Legislation area, the changes to legislation page and the additional information tab, where users will be able to access the print PDFs, correction slips and information such as confers power and blanket amendments.

· The last round of (pre-launch) user testing has been scoped, planned and booked, for completion by the end of June, with time to make any final tweaks and adaptations to the functional design before launch. All the functionality required is being included in the testing.
· The most recent work to be completed is the facetted search results feature, browse functionality, advanced search, changes over time timeline and some additional cross browser testing. This is coming to a close with the current iteration.

· Development work is currently focused on 18 and 19 including a number of tweaks and improvements to existing functionality ahead of user testing.
Estimated status by 7 JuLY
· All requirements for launch developed (1 – 19) ahead of the freeze on new development. 
· Work will be ongoing to resolve any outstanding issues that have been identified (bug fixing).

Risks

· New development work falls disproportionately on one or two developers

· There is an outstanding issue with passing HTML comments through Orbeon, which leads to the introduction of non-standard workarounds in the CSS for cross browser compatibility. 

· Development freeze cuts in before all the required functionality is built

· New functionality breaks in minority use browsers

· User testing identifies unanticipated issues that may be hard to address before launch
· Availability of developers and key stakeholders over the next development period which enters the holiday period
Mitigation
· Give priority to completing functionality ahead of freeze (3 features finished with 3 features not started, is better than 6 half finished features)
· Resource planning schedule detailing planned leave commitments head of time to ensure other resources can be brought in to provide cover or re-adjust priorities
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